
 Zero-shot learning: expand classifiers and the 
labeling space from seen classes to unseen classes 

 How to relate seen & unseen?           
                                          semantic info. (e.g., attributes) 

 
 How to attain discriminative power?     our paper   

seen unseen 

stripes mane snout stripes, mane, snout  

 Object classes live in both semantic and model spaces 
 If we can align them, we can construct the classifier for ANY class  
 
 
 
 

 
 Introduce “phantom classes” with coordinates {b, v} in both spaces 

 
 
 
 
 
 

 View the model space as the embedding of the weighted graph 
 

 
 

 
 

 
 Classifier synthesis formula: 
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Highlights 
 Propose to align the semantic space to the visual 

model space via manifold learning 
 Introduce and learn “phantom” classes to bridge 

the two spaces 
 Attain state-of-the-art results on four benchmark 

datasets, including the full ImageNet Fall 2011 with 
over 20,000 unseen classes 

 Datasets 
 
 
 
 

 Semantic space: attributes (85/312/102 for AwA/CUB/SUN), word2vec (500-dim for ImageNet) 

 Visual features: 1,024-dim GoogLeNet features 

 Evaluation: Top-K (Flat Hit@K) classification accuracy among unseen classes 

Introduction 

Approach 

 Learning the coordinates (i.e., b and v) for optimal discrimination 
and generalization performance 

 Class-wise cross validation: simulating zero-shot learning on 
training set for model selection 

Experiments 

 Ultimate Goal: recognize objects in the wild 
 Challenges: long-tailed distribution (SUN dataset) 
 

[Zhu et al., 
CVPR 2014] 
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AwA (animals) CUB (birds) SUN (scenes) ImageNet 

# of seen classes 40 150 645/646 1,000 

# of unseen classes 10 50 72/71 20,842 

Total # of images 30,475 11,788 14,340 14,197,122 

 
 
 
 
 
 
 
 
 
 
 

Methods AwA CUB SUN 

DAP [Lampert ’14] 60.5 39.1 44.5 

SJE [Akata ’15] 66.7 50.1 56.1 

ESZSL [Romera-Paredes ’15] 64.5 44.0 18.7 

ConSE [Norouzi ’14] 63.3 36.2 51.9 

COSTA [Mensink ’14] 61.8 40.8 47.9 

SynCo-vs-o (R, br fixed) 69.7 53.4 62.8 

SynCstruct  (R, br fixed)  72.9 54.5 62.7 

SynCo-vs-o (R fixed, br learned)  71.1 54.2 63.3 

[Top-1 results on AwA/CUB/SUN] 

Unseen 
class 

Semantically 
close seen classes 

Test 
images 

Top-3 predictions 
(within unseen classes) 

Persian cat Chihuahua Collie Siamese cat Persian cat 
 

Rat Raccoon 

Chimp 
 

Rat Raccoon 

Scenarios Methods Top-1 Top-5 Top-10 

2-hop 
(1,509) 

ConSE  8.3 21.8 30.9 

SynCo-vs-o  10.5 28.6 40.1 

All 
(20,345) 

ConSE  1.3 3.8 5.8 

SynCo-vs-o  1.4 4.5 7.1 

[Large-scale ZSL on ImageNet] 

[Varying the number of phantom classes R]  

[Analysis for All] 

given its semantic 
info. (attributes, 
word vectors, etc.)  

SynCo-vs-o   ConSE SynCo-vs-o   ConSE SynCo-vs-o   ConSE SynCo-vs-o   ConSE SynCo-vs-o   ConSE 


