
Image-level visual-textual fusion and grounding
● Visual: DarkNet53+FPN
● Textual: Bert, LSTM, Word2vec + Fisher Vector (FV) encoding
● Spatial: Spatial coordinates of the grid

● Performance: consider limited numbers of candidates
● Speed: slow in getting all candidate features
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Visual Grounding
Ground a natural language query (phrase or sentence) 
about an image onto a correct region of the image.

Query: bottom right grass

Limitations of Propose-and-Rank Methods

Query: bottom right grassQuery: center building
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● Fusion Module
○ Concatenation
○ Convolutional layers with 

1x1, 3x3 kernels
○ Optionally, cross-location, 

cross-head attention further 
improves the performance

● Grounding Module
○ With 2562 input resolution, 

(82+162+322) locations * 3 
anchors = 4032 predictions

○ Each predicted box consists 
of the location, size offsets 
and confidence prediction

A fast and accurate one-stage 
approach to visual grounding
● Fast: feature extraction in one pass
● Accurate: consider all possible locations

Pred.

gt

Ours

Two-stage


