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Abstract

Recent years have witnessed a resurgence of interest in

video summarization. However, one of the main obstacles to

the research on video summarization is the user subjectivity

— users have various preferences over the summaries. The

subjectiveness causes at least two problems. First, no single

video summarizer fits all users unless it interacts with and

adapts to the individual users. Second, it is very challenging

to evaluate the performance of a video summarizer.

To tackle the first problem, we explore the recently pro-

posed query-focused video summarization which introduces

user preferences in the form of text queries about the video

into the summarization process. We propose a memory net-

work parameterized sequential determinantal point process

in order to attend the user query onto different video frames

and shots. To address the second challenge, we contend that

a good evaluation metric for video summarization should

focus on the semantic information that humans can perceive

rather than the visual features or temporal overlaps. To

this end, we collect dense per-video-shot concept annota-

tions, compile a new dataset, and suggest an efficient eval-

uation method defined upon the concept annotations. We

conduct extensive experiments contrasting our video sum-

marizer to existing ones and present detailed analyses about

the dataset and the new evaluation method.

1. Introduction

Recent years have witnessed a resurgence of interest in

video summarization, probably due to the overwhelming

video volumes showing up in our daily life. Indeed, both

consumers and professionals have the access to ubiquitous

video acquisition devices nowadays. While the video data

is a great asset for information extraction and knowledge

discovery, due to its size and variability, it is extremely hard

for users to monitor or find the occurrences in it.

∗Jacob S. Laurel contributed to this work while he was an NSF REU

student at UCF thanks to the support of NSF CNS #1461121.

Intelligent video summarization algorithms allow us to

quickly browse a lengthy video by capturing the essence

and removing redundant information. Early video summa-

rization methods were built mainly upon basic visual qual-

ities (e.g., low-level appearance and motion features) [13,

16, 24, 28, 36, 43, 52], while recently more abstract and

higher-level cues are leveraged in the summarization frame-

works [14, 17, 18, 23, 37, 44, 47, 50].

However, one of the main obstacles to the research on

video summarization is the user subjectivity — users have

various preferences over the summaries they would like to

watch. The subjectiveness causes at least two problems.

First, no single video summarizer fits all users unless it in-

teracts with and adapts to the users. Second, it is very chal-

lenging to evaluate the performance of a video summarizer.

In an attempt to solve the first problem, we have stud-

ied a new video summarization mechanism, query-focused

video summarization [37], that introduces user preferences

in the form of text queries about the video into the summa-

rization process. While this may be a promising direction to

personalize video summarizers, the experimental study in

[37] was conducted on the datasets originally collected for

the conventional generic video summarization [25, 48]. It

remains unclear whether the real users would generate dis-

tinct summaries for different queries, and if yes, how much

the query-focused summaries differ from each other.

In this paper, we explore more thoroughly the query-

focused video summarization and build a new dataset par-

ticularly designed for it. While we collect the user annota-

tions, we meet the challenge how to define a good evalua-

tion metric to contrast system generated summaries to user

labeled ones — the second problem above-mentioned due

to the user subjectivity about the video summaries.

We contend that the pursuit of new algorithms for video

summarization has actually left one of the basic problems

underexplored, i.e., how to benchmark different video sum-

marizers. User study [26, 29] is too time-consuming to

compare different approaches and their variations at large

scale. In the prior arts of automating the evaluation pro-
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Figure 1: Comparing the semantic information captured by captions in [48] and by the concept tags we collected.

cedure, on one end, a system generated summary has to

consist of exactly the same key units (frame or shot) as

in the user summaries in order to be counted as a good

one [9, 39, 46]. On the other end, pixels and low-level

features are used to compare the system and user sum-

maries [14, 17, 18, 50, 52], whereas it is unclear what

features and distance metrics match users’ criteria. Some

works strive to find a balance between the two extremes,

e.g., using the temporal overlap between two summaries to

define the evaluation metrics [15, 16, 35, 51]. However, all

such metrics are derived from either the temporal or visual

representations of the videos, without explicitly encoding

how humans perceive the information — after all, the sys-

tem generated summaries are meant to deliver similar infor-

mation to the users as those directly labeled by the users.

In terms of defining a better measure that closely tracks

what humans can perceive from the video summaries, we

share the same opinion as Yeung et al.’s [48]: it is key to

evaluate how well a system summary is able to retain the

semantic information, as opposed to the visual quantities, of

the user supplied video summaries. Arguably, the semantic

information is best expressed by the concepts that represent

the fundamental characteristics of what we see in the video

at multiple grains, with the focus on different areas, and

from a variety of perspectives (e.g., objects, places, people,

actions, and their finer-grained entities, etc.).

Therefore, as our first contribution, we collect dense per-

video-shot concept annotations for our dataset. In other

words, we represent the semantic information in each video

shot by a binary semantic vector, in which the 1’s indicate

the presence of corresponding concepts in the shot. We

suggest a new evaluation metric for the query-focused (and

generic) video summarization based on these semantic vec-

tor representations of the video shots1.

In addition, we propose a memory network [40] parame-

terized sequential determinantal point process [14] for tack-

ling the query-focused video summarization. Unlike the

hierarchical model in [37], our approach does not rely on

the costly user supervision about which queried concept ap-

pears in which video shot or any pre-trained concept de-

tectors. Instead, we use the memory network to implicitly

attend the user query about the video onto different frames

within each shot. Extensive experiments verify the effec-

tiveness of our approach.

The rest of the paper is organized as follows. We discuss

some related works in Section 2. Section 3 elaborates the

process of compiling the dataset, acquiring annotations, as

well as a new evaluation metric for video summarization.

In section 4 we describe our novel query-focused summa-

rization model, followed by detailed experimental setup and

quantitative results in Sections 5.

2. Related Work

We discuss some related works in this section.

This work extends our previous efforts [37] on person-

alizing video summarizers. Both works explore the query-

1Both the dataset and the code of the new evaluation metric are publicly

available at http://www.aidean-sharghi.com/cvpr2017.
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Figure 2: The frequencies of concepts showing up in the video shots, counted for each video separately.

focused video summarization, but we study this problem

more thoroughly in this paper through a new dataset with

dense per-video-shot tagging of concepts. Our memory net-

work based video summarizer requires less supervision for

training than the hierarchical model in [37].

Unlike our user-annotated semantic vectors for the video

shots, Yeung et al. asked annotators to caption each video

shot using a sentence [48]. A single sentence targets only

limited information in a video shot and misses many details.

Figure 1 contrasts the concept annotations in our dataset

with the captions for a few video shots. The concept an-

notations clearly provide a more comprehensive coverage

about the semantic information in the shots.

Memory networks [4, 40, 41, 42, 45] are versatile in

modeling the attention scheme in neural networks. They

are widely used to address question answering and visual

question answering [3]. The query focusing in our sum-

marization task is analogous to attending questions to the

“facts” in the previous works, but the facts in our context

are temporal video sequences. Moreover, we lay a sequen-

tial determinantal point process [14] on top of the memory

network in order to promote diversity in the summaries.

A determinantal point process (DPP) [21] defines a dis-

tribution over the power sets of a ground set that encour-

ages diversity among items of the subsets. There have been

growing interest in DPP in machine learning and computer

vision [1, 2, 5, 7, 11, 12, 19, 20, 22, 27, 30, 31, 38]. Our

model in this paper extends DPPs’ modeling capabilities

through the memory neural network.

3. Dataset

In this section, we provide the details on compiling a

comprehensive dataset for video summarization. We opt

to build upon the currently existing UT Egocentric (UTE)

dataset [25] mainly for two reasons: 1) the videos are con-

sumer grade, captured in uncontrolled everyday scenarios,

and 2) each video is 3–5 hours long and contains a diverse

set of events, making video summarization a naturally de-

sirable yet challenging task. In what follows, we first ex-

plain how we define a dictionary of concepts and determine

the best queries over all possibilities for the query-focused

video summarization. Then we describe the procedure of

gathering user summaries for the queries. We also show

informative statistics about the collected dataset.

3.1. Concept Dictionary and Queries

We plan to have annotators to transform the semantic in-

formation in each video shot to a binary semantic vector (cf.

Figures 1 and 3), with 1’s indicating the presence of the cor-

responding concepts and 0’s the absence. Such annotations

serve as the foundation for an efficient and automatic eval-

uation method for video summarization described in Sec-

tion 3.2.1. The key is thus to have a dictionary that covers a

wide range and multiple levels of concepts, in order to have

the right basis to encode the semantic information.

In [37], we have constructed a lexicon of concepts by

overlapping nouns in the video shot captions [48] with those

in the SentiBank [6]. Those nouns serve as a great starting

point for us since they are mostly entry-level [34] words.

We prune out the concepts that are weakly related to visual

content (e.g., ”AREA”, which could be interpreted in vari-

ous ways and applicable to most situations). Additionally,

we merge the redundant concepts such as ”CHILDREN” and

”KIDS”. We also add some new concepts in order to con-

struct an expressive and comprehensive dictionary. Two

strategies are employed to find the new concept candidates.

First, after watching the videos, we manually add the con-

cepts that appear for a significant frequency, e.g., ”COM-

PUTER”. Second, we use the publicly available statistics

about YouTube and Vine search terms to add the terms that

are frequently searched by users, e.g., ”PET/ANIMAL”. The

final lexicon is a concise and diverse set of 48 concepts (cf.

Figure 2) that are deemed to be comprehensive for the UTE

videos of daily lives.
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User 1: Sky Ð Lady ÐStreet ÐMarket ÐBuilding Ð Hands ÐTree Ð Car Ð Ð Window
User 2: Sky Ð Lady ÐStreet Ð Ð Hands ÐTree Ð Car ÐHat Ð a
User 3: Sky Ð Lady ÐStreet Ð ÐTree Ð Car ÐHat Ð Window

Figure 3: All annotators agree with each other on the prominent concepts in the video shot, while they miss different subtle concepts.

Food
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Figure 4: Two summaries generated by the same user for the queries f HAT; PHONEg and f FOOD; DRINKg, respectively. The shots in the

two summaries beside the green bars exactly match each others, while the orange bars show the query-specific shots.

We also construct queries, to acquire query-focused user

summaries, using two or three concepts as opposed to sin-

gletons. Imagine a use case of video search engines. The

queries entered by users are often more than one word. For

each video, we formalize 46 queries. They cover the follow-

ing four distinct scenarios: i) all the concepts in the query

appear in the same video shots together (15 such queries);

ii) all concepts appear in the video but never jointly in a

single shot (15 queries), iii) only one of the concepts con-

stituting the query appears in some shots of the video (15

queries), and iv) none of the concepts in the query are

present in the video (1 such query). We describe in the

Suppl. Materials how we obtain the 46 queries to cover the

four scenarios. Such queries and their user annotated sum-

maries challenge an intelligent video summarizer from dif-

ferent aspects and extents.

3.2. Collecting User Annotations

We plan to build a video summarization dataset that of-

fers 1) efficient and automatic evaluation metrics and 2)

user summaries in response to different queries about the

videos. For the former 1), we collect user annotations about

the presence/absence of concepts in each video shot. This

is a quite daunting task conditioning on the lengths of the

videos and the size of our concept dictionary. We use Ama-

zon Mechanical Turk (MTurk) (http://www.mturk.

com/) for economy and efficiency considerations. For the

latter 2), we hire three student volunteers to have better

quality control over the labeled video summaries. We uni-

formly partition the videos to 5-second-long shots.

3.2.1 Shot Tagging: Visual Content to Semantic Vector

We ask MTurkers to tag each video shot with all the con-

cepts that are present in it. To save the workers’ time from

watching the shots, we uniformly extract five frames from

each shot. A concept is assumed relevant to the shot as long

as it is found in any of the five frames. Figure 3 illus-

trates the tagging results for the same shot by three differ-

ent workers. While all the workers captured the prominent

concepts like SKY, LADY, STREET, TREE, and CAR, they

missed different subtle ones. The union of all their anno-

tations, however, provides a more comprehensive seman-

tic description about the video shot than that of any indi-

vidual annotator. Hence, we ask three workers to annotate

each shot and take their union to obtain the final semantic

vector for the shot. On average, we have acquired 4:13,

3:95, 3:18, and 3:62 concepts per shot for the four UTE

videos, respectively. In sharp contrast, the automatically

derived concepts [37] from the shot captions [48] are far

from enough; on average, there are only 0:29, 0:58, 0:23,

and 0:26 concepts respectively associated with each shot of

the four videos.

Evaluating video summaries. Thanks to the dense con-

cept annotations per video shot, we can conveniently con-

trast a system generated video summary to user summaries

according to the semantic information they entail. We

first define a similarity function between any two video

shots by intersection-over-union (IOU) of their correspond-

ing concepts. For instance, if one shot is tagged by f CAR,

STREETg and another by f STREET, TREE, SIGNg, then the

IOU similarity between them is 1=4 = 0:25.

To find the match between two summaries, it is conve-

nient to execute it by the maximum weight matching of a

bipartite graph, where the summaries are on opposite sides

of the graph. The number of matched pairs thus enables

us to compute precision, recall, and F1 score. Although this

procedure has been used in the previous work [17, 10], there

the edge weights are calculated by low-level visual features

which by no means match the semantic information humans

obtain from the videos. In sharp contrast, we use the IOU
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